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ABSTRACT

As enterprise storage needs grow, it is challenging to manage
storage systems. The costs of locally managing, supporting,
and maintaining resilience in storage systems has skyrock-
eted. Also, companies must comply with a growing number
of federal and state legislations mandating secure handling
of electronic information.

In this context, outsourcing of storage to utility-model
based service providers has emerged as a popular and often
cost-effective option. However, this raises issues related to
data safety and storage techniques. In this paper, we discuss
the business model and evolution of service-oriented compa-
nies known as Storage Service Providers and examine the
challenges organizations should consider when outsourcing
their storage management. To our knowledge, this is the
first work to study the SSP model from both technical and
business viewpoints. Lastly, we present two case studies, one
of a failed SSP and the other of a successful market leader.

Categories and Subject Descriptors
D.4.2 [Software]: Operating Systems—Storage Management

General Terms

Management, Measurement, Performance, Design, Economics,

Reliability, Security, Standardization, Legal Aspects

Keywords

Storage Service Provider, Data Protection, Outsourcing

1. INTRODUCTION

In recent years, information generation, analysis, and archival

has reached an all time high while storage of information has
also increased in organizational importance. The expecta-
tion by most organizations is that storage needs will increase
and expand. Managing storage is inherently difficult, and
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with the proliferation of multi-terabyte storage system us-
age, it is becoming more challenging.

Traditionally an organization would buy storage systems
for each of its sites or acquire equipment for its data cen-
ter locations. This is a major cost for companies that are
growing fast or are geographically distributed. Not only is
the cost of purchasing dedicated storage systems a domi-
nant factor, but the expense of locally managing, support-
ing, and maintaining resilience in storage systems is costly.
In fact, storage management is one of the largest expenses in
an organization. According to a Gartner group study [23],
the cost of managing data protection and storage is 5 to 7
times the cost of hardware, and 74% of the total storage re-
lated costs. The amount of regulation around the legal use

Table 1: Federal/State Legislation

Legislation Description

Health  Insurance | Mandates confidentiality, integrity and
Portability and | availability of patient and other med-
Accountability Act | ical records and requires healthcare
(HIPAA) [3] providers to secure the stored records.
SEC 17a-3 and 17a- | Requires financial entities to retain
41] client correspondence and all electronic
records preserving integrity for audit-
ing.

Gramm-Leach-
Bliley Act [2]

Requires financial entities to disclose
policies for protecting confidential cus-
tomer information and ensure integrity
and confidentiality while preventing
unauthorized access.

Sarbanes-Oxley
Act [9]

Ensures accuracy and reliability of cor-
porate disclosures by requiring valida-
tion of integrity and accuracy of finan-
cial records.

California State
Law SB 1386 [8]

Requires all state agencies and busi-
nesses that store client information to

promptly disclose security breaches.

and retention of electronic information is increasing and so
too are the penalties for non-compliance. Table 1 summa-
rizes laws and regulations related to information usage and
storage. Sarbanes-Oxley Act [9], HIPAA [3], Gramm-Leach-
Bliley Act [2] and others mandate that financial information,
patient records, and other client-related information must
be handled in a secure manner. Penalties include corporate,
civil, and criminal sanctions, with individual accountability
to the CEO level. To meet these responsibilities, good in-



formation and storage management is vital. SSPs also offer
a cost effective hosted environment that can grow to accom-
modate increased demands and can be readily used to store
less critical, longer term data, thereby reducing the burden
on a business’ main storage facilities.

To reduce storage-related costs while complying with reg-
ulations, many companies choose to outsource their data to
third party service providers, called Storage Service Providers
(SSPs). SSP is a company that provides information storage
space and the related management services [26]. SSPs man-
age the storage, archival, backup, recovery, and security of
information. On-demand or Utility storage is another termi-
nology used for such a service [40]. Several enterprises share
storage infrastructure and typically only need network con-
nections to the storage provider’s data center. This enables
companies to cut costs in terms of outlay on equipment and
less management, although informed supervision of the SSP
is still required. Moreover, as part of a huge infrastructure,
often the more storage that is used, the cheaper per unit it
becomes.

Storage may be better managed and cost-effective when
handled as an outsourced service, which has contractual
properties, instead of capital-intensive locally managed stor-
age [34]. This is significant in three ways: (1) handling
large storage requires expertise. It is not practical for many
organizations to have their own storage specialists; (2) by
outsourcing and having a binding contract and service-level
agreement on the safety and availability of data, the eco-
nomic losses and legal liabilities can be transferred to the
service provider; (3) in a storage utility model, each orga-
nization only pays for as much storage as it needs. An or-
ganization can start with a small amount of storage, and
gradually increase the storage size, or can have the addi-
tional data stored with different providers, possibly based
on importance of data.

While storage outsourcing can offer customers a system
tailored to their specific data requirements and business
model, it is important that businesses evaluate storage providers
based on multiple criteria including;:

e What type of storage provisioning is appropriate for
the company?

e What type of management services does the company
need?

e [s company’s data protected from threats?

In this paper, we provide analysis that will help to answer
these questions. We trace the evolution of the SSP model
through its ups-and-downs to a recent revival. Then we
present classifications of SSPs based on various criteria such
as management style, storage provisioning, and available ser-
vices. Organizations may decide which type of SSP model is
right for them based on this analysis. Our discussion of ad-
vantages and disadvantages of SSPs gives insight into what
storage-related issues are solved and unsolved by outsourc-
ing. Finally, we present case studies of two SSPs. Although
there have been work researching technical aspects of stor-
age systems and information about the business model of
SSPs, to our knowledge, this is the first study of SSPs from
both the technical and business viewpoints.

The remainder of the paper is organized as follows. Sec-
tion 2 discusses the evolution of the Storage Service Providers,
their business models, and the classification of their services.

Section 3 presents the main advantages of using SSPs for
storage. In Section 4, the main challenges in the outsourc-
ing of storage are explored. In Section 5 we present a case
study of a successful and an unsuccessful SSP. We conclude
with a summary in Section 6.

2. THE EVOLUTION AND
CLASSIFICATION OF SSP

SSPs propose to help organizations deal with the problem
of deploying and managing storage. To fully understand the
current trend of SSPs, we first look at the evolutionary path
of the SSP market. Then we dissect the SSP business model
along multiple dimensions. With more companies demand-
ing efficiency and flexibility from their storage system, utility
storage seems to be an attractive SSP model [40]. However,
the true utility model barely exists in reality, most compa-
nies fit somewhere in between the traditional storage model
and utility storage.

2.1 Evolution of the SSP Market

The SSP industry has lived through an entire boom-to-
bust lifecycle in just about 10 years. Figure 1 shows how the
SSP market landscape shifted: initially dominated by small
startup companies, and then later taken over by traditional
storage vendors.
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Figure 1: Evolution of the SSP market.

2.1.1 TheBoom

The SSP market was initiated in the mid-1990s, during the
dot-com boom years, when many startups began as storage
service providers. SSPs emerged with much fanfare promis-
ing to transform storage into a utility. Some of the early
players in storage service business include StorageNetworks,
ScaleEight, Storability, StorageWay, and Sanrise. One es-
timate from IDC [14] predicted that storage services would
achieve 139 percent growth per year and will grow up to
$11 billion by 2005. By mid-2001, there were more than
20 storage service providers competing for the market [31].



Most of the startups operated in the utility storage model
and focused on providing hosted storage service.

Many of the early adopters of SSP services were new e-
business ventures, most of them with very few IT staff on
site to support storage. The SSP model suited them well
because they were accustomed to purchasing services— ap-
plication, network, and then storage— on a commodity-type
basis. Traditional storage vendors such as IBM, EMC, EDS,
Compaq, HP, and Sun, said they would be SSP enablers—
providing the storage, servers, consulting and integration on
the back—end while continuing to push Storage Area Net-
work (SAN) hardware and software directly to their corpo-
rate customers. These vendors had no immediate plans to
provide managed storage services themselves at the time.

2.1.2 TheBust

The SSP market experienced a bust in early 2000s. Sev-
eral factors can be attributed to this phenomenon. First,
the economic downturn forced many dot-coms to shut down
and SSPs lost large portions of their revenue from these cus-
tomers. Second, many enterprises did not have enough trust
on SSPs to outsource primary disk operations [35]. Thus,
it was difficult for SSPs to resell the disk capacity they had
purchased. Another reason was requirements for small ca-
pacity storage and availability of cheap systems to meet the
storage needs locally [20]. When large data hosting com-
pany Exodus went bankrupt in 2001 [31], it affected many
SSPs because they depended on Exodus to deliver services
[13]. Also, many SSPs lost big clients when they moved to
traditional vendors like IBM or HP.

Many SSPs quickly shifted gears and changed their busi-
ness model. Some of them assumed the role of managing
existing storage environments for large enterprises. Oth-
ers converted themselves into storage management software

vendors. The traditional vendors still operated as “enablers”.

These vendors believed they could leverage their storage ex-
pertise and familiarity with their own platforms while main-
taining their offerings in storage-network consulting, design,
and integration as part of total storage solutions.

2.1.3 TheRevival

The revival of the SSP market started when traditional
storage vendors transitioned into managed-storage market.
IBM, HP, EDS, and Sun entered the market with strong
reputations and expertise in enterprise solutions. Also, tra-
ditional document archiving vendors like Iron Mountain ex-
tended their business to include electronic storage services.

There are other reasons why the storage landscape has
changed and SSPs may now succeed. The economic down-
turn seems to have ended. The demand for storage capacity
continues to grow while I'T budgets have grown only slightly
[25]. Although price of storage capacity has gone down sig-
nificantly, cost and overhead of storage management have
increased at much faster rate. This means data storage must
be managed more efficiently. Regulatory requirements are
having a great impact on storage. Addressing legal require-
ments on top of dealing with capacity and management de-
mands when budgets are tight appear to be the catalysts for
considering SSP services in 2005.

2.2 The Business Model of SSP

In the SSP model, SSPs sell storage and its management
as a service to their customers. Because the SSP model im-

plicitly carries with it the ability for an organization to ef-
fectively buy or return storage capacity to suit its expanding
or shrinking needs, the SSP model actually treats storage as
a commodity. The SSP model can be classified by several
criteria: Management Style, Storage Provisioning, Hosting
Site, and Service Types.

Management style examines whether the SSP manages
the storage for its customers or simply leases out its storage
infrastructure and media. Storage provisioning refers to the
method by which SSP allocates storage capacity to its cus-
tomers. Storage services can be provided for storage residing
either at client’s site or SSP’s site. There are many types
of services that SSPs provide as part of their total storage
solutions. Storage backup is considered as the most sought
after storage service.

Management Style. SSPs differ by their storage man-
agement style [30]. The first type of SSPs can be termed
as Pure-Play SSPs. The business model followed by these
SSPs is closer to the utility model. These SSPs offer storage
on a per-megabyte basis on systems owned and managed by
them. In most cases the storage service is provided over the
Internet rather than through proprietary networks. The sec-
ond group of SSPs are Traditional Storage Vendors which
provide managed storage on their own proprietary equip-
ment, often owned by and residing at the customer’s facili-
ties. In this case, the storage vendors take the responsibility
of managing the storage system.

Storage Provisioning. SSPs can be classified according
to their storage provisioning. Some of the SSPs provide
capacity-on-demand service [27], which means that clients
pay in advance a flat fee for a fixed maximum capacity they
intend to use and are allowed to use up to that capacity.
The other type of provisioning is wutility computing where
there is no fixed capacity; clients are billed according to their
usage, similar to electricity and other utilities. The rest of
provisioning methods lie somewhere in between these two
models.

Hosting Site. Finally, SSPs can also be classified as
providing on-site or off-site services [6]. In the former case,
the SSP provides management and other services with the
storage residing at the client’s site, while in the latter case,
the SSP hosts storage on its own site.

2.3 Classification of Services

The services provided by SSPs can be classified into five
categories, as shown in Table 2. The desirability of these
technical services varies with innovations and new cost struc-
tures. Managed Storage. An SSP offers managed stor-

Table 2: Classification of Services.
Description

SSP provides pay-per-use service, leas-
ing disk space to enterprises.

Service

Managed Storage

Remote
Backup/Recovery

SSP handles backup tasks to prepare
for unforeseen disasters.

Data Protection SSP provides confidentiality and in-

tegrity of data.

Mirror the data for better performance
and availability.

Replication

SSP handles archival of data to comply
with regulations.

Archiving

age services, which means it provides disk storage space that



it leases to companies. It is also termed as pay-per-use ser-
vice. Managed storage can be provided either on-site, or
off-site. Management of storage is a large portion of total
cost for information storage systems. By taking over the
management of storage from companies, SSPs offer a cost-
effective way of expanding storage without greater capital
investment. SSPs manage terabytes of storage and provides
all backup, fault tolerance, high availability, security, fire
protection, and 24-hour service for organizations that de-
cide not to manage these services on their own.

The economics of storage is measured by Total Cost of
Ownership (TCO), which includes software, hardware, train-
ing, management, operational, and data unavailability costs
[24]. Handling storage locally can cost up to 70% of total IT
spending [19]. A 2001 study by Goldman-Sachs estimates
that in-house storage management costs $140 per gigabyte
per month, while outsourcing storage to SSPs costs $40 per
gigabyte per month [16]. Outsourcing storage to SSPs also
saves the client from investing a large capital into storage
hardware, thus increasing the TCO.

With the rise in volume, storage management has become
a significant overhead. There is a shortage of personnel with
expertise in storage management tasks. Curran et al.[17]
state that 85% of all IT departments experience a storage
staffing problem. According to [22], storage management
costs about $80 billion a year. Outsourcing management
tasks to an SSP can reduce the management overhead and
the staffing problem to a great extent.

Remote Backup/Recovery. Backup is a promising
area of opportunity for SSPs. Some enterprises only com-
plete 50-60% of the backup jobs they attempt [17]. This
number can be significantly improved if outsourced to SSPs.
Improving backup success rates makes enterprises better po-
sitioned to respond to unforeseen disasters. Backup out-
sourcing also frees up internal I'T staff from a time-consuming
task and allows them to focus on other IT priorities. A Gart-
ner/Dataquest survey shows that 58% of IT managers focus
on outsourcing backup and recovery to SSPs [16].

Data Protection. According to IDC [15], 60% of corpo-
rate data is unprotected, and vulnerable to unauthorized ac-
cess and tampering. However, ensuring the security of data
while maintaining compliance with regulations is a not cost-
effective for smaller businesses. Therefore, many SSPs pro-
vide data protection services where the SSP manages pro-
tection of data using cryptography (encryption, decryption,
and key management).

Replication. Some SSPs provide replication services for
storage where the data is effectively replicated logically or
geographically to provide better performance and availabil-
ity. Replication also provides security and integrity of stor-
age, and may move data closer to customers.

Archiving. Many SSPs provide archival storage of in-
formation. In some cases, the use of SSPs provide bet-
ter sharing of archived information, such as patient medi-
cal images/records, while in other cases, it is mandated by
law. Many companies need to store financial communica-
tion, such as email, instant messages etc, for up to 7 years

[9).
3. SSP ECONOMIC ADVANTAGES

Reducing storage management costs is the primary bene-
fit provided by the SSP model. However, SSPs offer other
advantages over the enterprise data center model:

Efficient Data Sharing. By consolidating storage into
a common location, companies that share a common goal or
partnership can achieve efficiency. For example, health-care
organizations can share the patient records with insurance
agencies and doctors. With proper access control, informa-
tion sharing can reduce the redundancy to a great extent.

High Availability. Availability is a significant issue to
the service oriented businesses. According to [32], the cost of
downtime in an organization varies from $1000 to $100,000
per hour; it may even be as high as $100,000 for real-time
transactions. A study by Meta group calculates the average
cost of downtime at $1 million per hour [38]. By handing
over the task to SSPs, a company can ensure the availabil-
ity. SSPs can enhance their availability by using redundant
systems and replication, and technologies like SAN which
have only 1 hour of downtime per year (on average).

Quick Provisioning of Storage. Storage outsourcing
allows organizations to buy extra or less storage during times
of fluctuation in their marketplace. A retailer may need a
significant increase in storage provision over the Christmas
period but a sharp decline in storage in January [40]. It
is simply not cost-effective for such companies to buy large
amounts of storage for temporary storage spikes. By provi-
sioning storage on demand, SSPs can cater to the require-
ments of clients needing storage for limited times in a cost
effective way.

Better Storage Utilization. Many companies cannot
accurately predict how their business will grow or how their
storage needs will evolve. Storage utilization is typically
very low during the initial period. A 2002 Study by IT-
CENTRIX [39] show that only about 40% of direct attached
storage is utilized, while utilization can be increased to more
than 60% through consolidating storage. By outsourcing the
storage to SSPs, a company can arrange to only pay for as
much storage as it needs. On the other hand, SSPs cater to
many organizations at a time, so the storage systems they
use are better utilized.

4. SSP CHALLENGES

In spite of these advantages, there are many open issues
related to storage services. In this section, the SSP chal-
lenges are discussed.

4.1 Scalability

Most SSPs today handle many petabytes of storage. With
dropping hardware costs, an SSP needs to organize storage
out of many components. The challenge is to service many
different client, simultaneously, with many different storage
system components.

4.2 Providing QoS and SLA

SSPs need to maintain Quality of Service (QoS) according
to the service level agreement (SLA) made with its clients.
The SLAs include guarantees about performance, capacity,
cost, availability, reliability and security. The SLA also ne-
gotiates the penalties and monitoring rules for achieving the
QoS objectives. To monitor whether SSP provides service
as promised in SLA, monitoring the usage and performance
is important. In general, such monitoring is provided by a
third party. However, it is still interesting to see if such mon-
itoring could be provided without relying on a third party.
The challenge is to negotiate many unique SLAs and then
manage the individual performance of each when QoS is of-



ten largely determined by factors beyond SSP control (e.g.
traffic congestion, outages, attacks, etc).

4.3 Bandwidth Cost

SSPs are focused on storing data, so transmission of stor-
age contents to and from clients requires high bandwidth.
However, many of the SSPs use Fibre-Channel for high speed
connection. While Fibre-Channel is fast, it has distance lim-
itations, so storage outside the local area cannot be accessed
via these high-bandwidth connections [7]. The challenge is
that most telecommunication providers do not often have
dedicated optical fiber available from a customer to an SSP
and the cost for installation would be prohibitive.

4.4 Latency and Connectivity

One of the most important performance issues related to
an SSP is the latency faced by clients in accessing outsourced
storage. Most of the SSPs use Fibre channel-based SANs
for internal connectivity. Inter-site connectivity, that is, the
connectivity between the client and the co-location facil-
ity, is usually done by means of Metropolitan Area Network
(MAN) and Wide Area Network (WAN) [4]. Two types
of technologies provide high-speed, low-latency connectivity
in WAN and MANs: Coarse/Dense Wavelength Division
Multiplexing (C/DWDM) and Synchronous Optical NET-
work/Synchronous Digital Hierarchy (SONET/SDH). Using
these optical technologies, it is possible to achieve an one-
way latency of 40 milliseconds between New York and Los
Angeles [18]. Micro and Macro-benchmark results from Ng
et al.[33] show that the latency can be hidden by use of
file system and operating system caching. To provide sat-
isfactory access to outsourced data, I/O performance needs
to be fast enough not to affect application performance at
the client side. [33] also shows that applications access-
ing outsourced storage are affected by network latencies,
but read/write caching and prefetching can lower the la-
tency significantly. As data outsourcing becomes a global
phenomenon, SSPs would need to implement different tech-
niques to better match latencies in order to provide accept-
able performance to clients. Also, the decision between im-
plementing storage on-site and off-site also depends on the
nature of applications. High bandwidth/low-latency appli-
cations like audio and vide editing should not be outsourced
to off-site storage; such storage would benefit from having
an SSP-managed in-site storage facility [11].

4.5 Business Longevity

In the early days of SSPs, especially during 1999-2001,
many startup SSPs provided storage services in different
models. However, the initial attempt to create the SSP
business largely failed [31]. Although an economic down-
turn can be attributed as a reason, the reluctance of com-
panies to hand over data to a third party also contributed.
The issue about the longevity of SSPs still is a problem,
and many companies trust traditional storage vendors rather
than start-up SSPs in outsourcing their storage, since out-
sourcing storage links their business success with the success
of the SSP.

4.6 Security and Trust

One of the reasons for the early failure of the SSP model
is the lack of trust. While client companies may trust an
SSP to provide services such as reliability, availability, fault-

tolerance, and performance, they cannot trust if an SSP is
going to use information for other purposes. For example,
the design document of a new Intel chip should be much
more expensive than a subscription fee Intel pays to an
SSP. Because of this, data should be encrypted by the client
(writer) and sent to the SSP and later decrypted by the
client (reader). By doing this, an SSP does not have to
worry about leakage of information by one of its employ-
ees and is better able to focus on other services. However,
this End-to-end encryption approach has several drawbacks.
Now the client has the burden to manage keys and key man-
agement is not considered to be an easy problem. Second,
search and indexing (which should be provided at the SSP)
becomes much harder (if not practically impossible) since
data is already encrypted [37]. Lastly, while this approach
can solve the read access control problem (i.e. an SSP can-
not read data), write access control is still questionable. For
example, suppose A writes a file and later the file is mod-
ified by B. An SSP may provide the old version of the file
written by A to a reader C. Therefore, an integrity mecha-
nism should guarantee that the file C receives is the file most
recently updated by B. [29]. Also various kinds of denial-
of-service attacks, such as deleting files, are always possible.
Since no solutions currently exist, a client will have reduced
trust in its SSP if it does not take actions to mitigate such
attacks.

4.7 Legal Liabilities

The recent wave of security breaches in storage systems
has resulted in drafting of legislation to make companies
more liable for the loss of data. For example, California
State law SB1386 [8] mandates that any company that keeps
confidential customer records (including financial, personal,
non-publicly available information), must notify the cus-
tomers whenever a security breach occurs. The notification
must be written, electronic, and also in case of large scale
breaches, be published in statewide media. Other regula-
tions [1, 9, 2, 3] focus on providing security for financial and
health-care data. These legislations pose interesting ques-
tions as to who should be held responsible when a security
breach occurs. Storage attacks at a single SSP can affect all
of its clients.

5. CASE STUDIES

In this section, case studies on two SSPs are presented.
The first one, StorageNetworks, was one of the early mar-
ket leaders, but it failed due to its business model. The
second case study features IBM, the traditional business-
service vendor, which has been successful with its managed
storage services even though it entered the market late.

5.1 StorageNetworks

StorageNetworks was one of the pioneers in the SSP mar-
ket. When it was established as a startup in 1998, Stora-
geNetworks took advantage of growing bandwidth and stor-
age to create a new market segment for the management and
hosting of storage. During the dot-com boom, StorageNet-
works was able to raise $203 million in venture capital [42].
When it went public with its IPO in 1999, StorageNetworks
managed to raise $243 million, with their share prices rising
to $90.25, more than triple the value, on the very first day.
At its peak, the market value of the company rose to $7.96
billion.



Business Model and Performance. StorageNetworks’
initial business model was to be a pure-play SSP. It envi-
sioned huge data centers in each city, servicing clients in
the same way as other utility companies. By 2000, it had
opened 36 data centers in Chicago, New York, Los Angeles
and San Francisco, with close to 100,000 Gigabytes of on-
line disk storage at each center [5]. It offered several levels of
services [21]: the NetPACS service used Network Attached
Storage (NAS) servers to connect to a company’s servers
through an IP network, while the DataPACS service utilized
SANs connected to a company’s file or application servers
via Fibre-Channel links. The company kept growing with
the dot-com boom, gaining more than 132 clients by 2001,
and in 2001 Forbes ranked it as the second fastest-growing
technology company [41].

However, one potential problem was to gain trust of the
big businesses. In 2001, smaller clients accounted for 57%
of the revenue, while larger companies made up only 43%
[42]. This distrust and asymmetric business scenario proved
fatal for StorageNetworks when the dot-com bubble burst,
and many of the smaller clients went out of business. Stora-
geNetworks faced huge operating losses, and its share value
dropped down to 83 cents in February 2003 [28]. Another

possible reason for the dramatic fall may be the 2001 bankruptcy

of Exodus Communications, which hosted many of the data
centers used by SSPs like StorageNetworks [31]. Trying to
adapt to the changing market situation, StorageNetworks
closed many data centers and switched to being a stor-
age management software vendor. This was actually driven
by the major clients of StorageNetworks including Merrill
Lynch, Ford, Microsoft, and Sun, which preferred on-site
management rather than remote management. The switch
of business model incurred write-offs of $114.4 million adding
to a total loss of $132.9 million in the fourth quarter of 2002
[42]. Massive layoffs and loss of clients continued and in
2003, StorageNetworks finally liquidated its assets and went
out of business [28].

The significant lesson from StorageNetworks’ failure is
that even though its idea of providing utility storage was
novel, it lacked the necessary business relationship with its
customers, who were wary of trusting a startup with their
critical data.

Technical Overview. Storage Networks planned to cre-
ate a nationwide Fibre channel based Virtual Private Net-
work (VPN), that would connect the clients to Storage Net-
works’ data warehouses [36]. These data ware-houses, also
called StoragePOPs, were to be built using EMC Symmetrix
arrays, Connectrix connectivity devices and also Hitachi and
IBM storage devices. For file systems, it supported NetApp
and Sun file server. These servers were to be located in large
metropolitan areas and would be equipped with redundant
storage servers, and power supplies. Besides providing stor-
age hosting, Storage Networks provided other services like
replicating Oracle databases, managed backup /recovery, off-
site data mirroring, and data migration facilities.

5.2 IBM

IBM, the traditional giant in business-oriented computing,
has entered the Storage Service Provider market late. With
its experience in enterprise management, IBM has managed
to establish a profitable storage service in the managed stor-
age model.

Business Model and Performance. As of 2005, IBM
leads the storage services market. According to a Gartner
group report [12], IBM’s total market share was $22 bil-
lion in 2004 and is expected to grow up to $30 billion by
2008. Also, IBM is projected to remain the market leader
in storage services through 2008. IBM’s managed storage
service [10] provides customers with high-availability, and
utility access to storage. IBM’s Managed Storage Service
provides customers with three options: Basic, Premium and
Customized services. Availability in Basic and Premium
service is 99.9% [10], while in custom service, the clients
can define their desired level of availability. Basic and Pre-
mium services need maintenance windows of only about 8
hours/month and 8 hours/quarter respectively. Storage pro-
visioning can be done in less than 48 hours.

Technical Overview. The storage is provided from IBM’s
pool of SAN storage built with IBM, EMC and Network Ap-
pliance storage connected through Cisco, McData and Bro-
cade switches. The system internally runs Unix with Tivoli
and EMC’s storage management software. IBM’s Storage
pool is monitored from its Storage Operations Center in
Boulder, Colorado and a back up center in Raleigh, North
Carolina. These two geographically distributed centers help
in providing fail-safe operations in case of natural disas-
ters and large-scale power failures. The centralized storage
operation center also manages storage located in customer
premises, the management being conducted remotely. Stor-
age provisioning and capacity requests are managed via a
web portal, with storage available on-demand. Security is-
sues are handled seriously. The storage is implemented on
a fibre channel backbone network. The SAN-switched fibre
channel fabric connects servers to storage devices.

IBM’s success shows that its reputation as a vendor with
established business relationship with organizations, and a
business model more suited to the existing needs of clients
are some of the critical factors in the SSP market. While
StorageNetworks initiated the SSP business, it tried to cre-
ate a new business model, which clients were hesitant to
adopt. The deciding factor may very well be its long rep-
utation as a vendor, which allowed clients to entrust their
data with IBM. Also, IBM’s series of storage-related hard-
ware and software enabled it to have a solid storage infras-
tructure.

6. SUMMARY

Outsourcing storage for cost efficiency and competitive
advantage is a new service enabled by the Internet that has
become attractive to many organizations. In this paper we
outline the SSP market from both business and high-level
technical viewpoints highlighting business models, competi-
tive advantages, and case studies. Despite extreme business
life cycle dynamics, the SSP market is young and may yet
prove to be a stable and long-loved business sector. We
hope this work provides a background upon which future
work (either business or technical) may build to go further
in-depth on some of the issues we highlight.
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